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The theoryof reinforcement learningprovides anormative account1,
deeply rooted in psychological2 and neuroscientific3 perspectives on
animal behaviour, of how agents may optimize their control of an
environment.Touse reinforcement learning successfully in situations
approaching real-world complexity, however, agents are confronted
with a difficult task: theymust derive efficient representations of the
environment from high-dimensional sensory inputs, and use these
togeneralize past experience tonew situations.Remarkably, humans
andother animals seem to solve this problem throughaharmonious
combinationof reinforcement learningandhierarchical sensorypro-
cessing systems4,5, the former evidenced by a wealth of neural data
revealingnotableparallels between thephasic signals emittedbydopa-
minergic neurons and temporal difference reinforcement learning
algorithms3.While reinforcement learningagentshave achieved some
successes in a variety of domains6–8, their applicabilityhas previously
been limited todomains inwhichuseful features canbehandcrafted,
or to domains with fully observed, low-dimensional state spaces.
Here we use recent advances in training deep neural networks9–11 to
develop a novel artificial agent, termed a deep Q-network, that can
learnsuccessfulpoliciesdirectly fromhigh-dimensional sensory inputs
using end-to-end reinforcement learning. We tested this agent on
the challenging domain of classic Atari 2600 games12. We demon-
strate that the deep Q-network agent, receiving only the pixels and
the game score as inputs, was able to surpass the performance of all
previous algorithms and achieve a level comparable to that of a pro-
fessional humangames tester across a set of 49games,using the same
algorithm, network architecture and hyperparameters. This work
bridges the divide between high-dimensional sensory inputs and
actions, resulting in the first artificial agent that is capable of learn-
ing to excel at a diverse array of challenging tasks.
We set out to create a single algorithm that would be able to develop

a wide range of competencies on a varied range of challenging tasks—a
central goal of general artificial intelligence13 that has eluded previous
efforts8,14,15. Toachieve this,wedevelopedanovel agent, adeepQ-network
(DQN), which is able to combine reinforcement learning with a class
of artificial neural network16 known as deep neural networks. Notably,
recent advances in deep neural networks9–11, in which several layers of
nodes are used to build up progressivelymore abstract representations
of the data, havemade it possible for artificial neural networks to learn
concepts such as object categories directly from raw sensory data. We
use one particularly successful architecture, the deep convolutional
network17, which uses hierarchical layers of tiled convolutional filters
tomimic the effects of receptive fields—inspired byHubel andWiesel’s
seminalworkon feedforwardprocessing in early visual cortex18—thereby
exploiting the local spatial correlations present in images, and building
in robustness to natural transformations such as changes of viewpoint
or scale.
We consider tasks in which the agent interacts with an environment

througha sequence of observations, actions and rewards.The goal of the

agent is to select actions in a fashion thatmaximizes cumulative future
reward.More formally, we use a deep convolutional neural network to
approximate the optimal action-value function
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discounted by c at each time-
step t, achievable by a behaviour policy p5P(ajs), after making an
observation (s) and taking an action (a) (see Methods)19.
Reinforcement learning is known to be unstable or even to diverge

when a nonlinear function approximator such as a neural network is
used to represent the action-value (also known as Q) function20. This
instability has several causes: the correlations present in the sequence
of observations, the fact that small updates toQmay significantly change
thepolicy and therefore change thedatadistribution, and the correlations
between the action-values (Q) and the target values rzcmax
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We address these instabilities with a novel variant ofQ-learning, which
uses two key ideas. First, we used a biologically inspired mechanism
termed experience replay21–23 that randomizes over the data, thereby
removing correlations in the observation sequence and smoothing over
changes in the data distribution (see below for details). Second,we used
an iterative update that adjusts the action-values (Q) towards target
values that are only periodically updated, thereby reducing correlations
with the target.
While other stablemethods exist for training neural networks in the

reinforcement learning setting, such as neural fittedQ-iteration24, these
methods involve the repeated trainingofnetworksdenovoonhundreds
of iterations. Consequently, these methods, unlike our algorithm, are
too inefficient to be used successfully with large neural networks. We
parameterize an approximate value function Q(s,a;h
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) using the deep
convolutional neural network shown inFig. 1, inwhichhi are theparam-
eters (that is, weights) of the Q-network at iteration i. To perform
experience replay we store the agent’s experiences e
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}. During learning, we
apply Q-learning updates, on samples (or minibatches) of experience
(s,a,r,s9),U(D), drawn uniformly at random from the pool of stored
samples. The Q-learning update at iteration i uses the following loss
function:
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inwhich c is the discount factor determining the agent’s horizon, h
i

are
the parameters of the Q-network at iteration i and h{

i

are the network
parameters used to compute the target at iteration i. The target net-
work parameters h{

i

are only updatedwith theQ-network parameters
(h

i

) every C steps and are held fixed between individual updates (see
Methods).
To evaluate our DQN agent, we took advantage of the Atari 2600

platform, which offers a diverse array of tasks (n5 49) designed to be
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difficult and engaging for human players. We used the same network
architecture, hyperparameter values (see Extended Data Table 1) and
learningprocedure throughout—takinghigh-dimensionaldata (210|160
colour video at 60Hz) as input—to demonstrate that our approach
robustly learns successful policies over a variety of games based solely
on sensory inputswithonlyveryminimalpriorknowledge (that is,merely
the input data were visual images, and the number of actions available
in each game, but not their correspondences; see Methods). Notably,
our method was able to train large neural networks using a reinforce-
ment learning signal and stochastic gradientdescent in a stablemanner—
illustrated by the temporal evolution of two indices of learning (the
agent’s average score-per-episode and average predicted Q-values; see
Fig. 2 and Supplementary Discussion for details).

We compared DQN with the best performing methods from the
reinforcement learning literature on the 49 games where results were
available12,15. In addition to the learned agents, we also report scores for
a professional humangames tester playingunder controlled conditions
and a policy that selects actions uniformly at random (Extended Data
Table 2 and Fig. 3, denoted by 100% (human) and 0% (random) on y

axis; see Methods). Our DQN method outperforms the best existing
reinforcement learning methods on 43 of the games without incorpo-
rating any of the additional prior knowledge about Atari 2600 games
used by other approaches (for example, refs 12, 15). Furthermore, our
DQN agent performed at a level that was comparable to that of a pro-
fessional humangames tester across the set of 49games, achievingmore
than75%of the human score onmore thanhalf of the games (29 games;

Convolution Convolution Fully connected Fully connected

No input

Figure 1 | Schematic illustration of the convolutional neural network. The
details of the architecture are explained in theMethods. The input to the neural
network consists of an 843 843 4 image produced by the preprocessing
map w, followed by three convolutional layers (note: snaking blue line

symbolizes sliding of each filter across input image) and two fully connected
layers with a single output for each valid action. Each hidden layer is followed
by a rectifier nonlinearity (that is, max 0,xð Þ).
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Figure 2 | Training curves tracking the agent’s average score and average
predicted action-value. a, Each point is the average score achieved per episode
after the agent is run with e-greedy policy (e5 0.05) for 520 k frames on Space
Invaders. b, Average score achieved per episode for Seaquest. c, Average
predicted action-value on a held-out set of states on Space Invaders. Each point

on the curve is the average of the action-value Q computed over the held-out
set of states. Note that Q-values are scaled due to clipping of rewards (see
Methods). d, Average predicted action-value on Seaquest. See Supplementary
Discussion for details.
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see Fig. 3, Supplementary Discussion and Extended Data Table 2). In
additional simulations (see Supplementary Discussion and Extended
Data Tables 3 and 4), we demonstrate the importance of the individual
core components of theDQNagent—the replaymemory, separate target
Q-network anddeep convolutional network architecture—bydisabling
them and demonstrating the detrimental effects on performance.
We next examined the representations learned by DQN that under-

pinned the successful performanceof the agent in the context of the game
Space Invaders (see SupplementaryVideo 1 for a demonstration of the
performance of DQN), by using a technique developed for the visual-
ization of high-dimensional data called ‘t-SNE’25 (Fig. 4). As expected,
the t-SNE algorithm tends to map the DQN representation of percep-
tually similar states tonearbypoints. Interestingly,wealso found instances
in which the t-SNE algorithm generated similar embeddings for DQN
representations of states that are close in terms of expected reward but

perceptually dissimilar (Fig. 4, bottom right, top left andmiddle), con-
sistent with the notion that the network is able to learn representations
that support adaptive behaviour fromhigh-dimensional sensory inputs.
Furthermore, we also show that the representations learned by DQN
are able to generalize to data generated from policies other than its
own—in simulationswherewe presented as input to the network game
states experienced during human and agent play, recorded the repre-
sentations of the last hidden layer, and visualized the embeddings gen-
erated by the t-SNEalgorithm(ExtendedData Fig. 1 and Supplementary
Discussion). ExtendedData Fig. 2 provides an additional illustration of
how the representations learned by DQN allow it to accurately predict
state and action values.
It is worth noting that the games inwhichDQNexcels are extremely

varied in their nature, from side-scrolling shooters (River Raid) to box-
ing games (Boxing) and three-dimensional car-racing games (Enduro).
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Figure 3 | Comparison of the DQN agent with the best reinforcement
learningmethods15 in the literature. The performance of DQN is normalized
with respect to a professional human games tester (that is, 100% level) and
randomplay (that is, 0% level). Note that the normalized performance ofDQN,
expressed as a percentage, is calculated as: 1003 (DQN score2 random play
score)/(human score2 random play score). It can be seen that DQN

outperforms competingmethods (also see ExtendedData Table 2) in almost all
the games, and performs at a level that is broadly comparable with or superior
to a professional human games tester (that is, operationalized as a level of
75% or above) in the majority of games. Audio output was disabled for both
human players and agents. Error bars indicate s.d. across the 30 evaluation
episodes, starting with different initial conditions.
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Indeed, in certain gamesDQN is able to discover a relatively long-term
strategy (for example, Breakout: the agent learns the optimal strategy,
which is to first dig a tunnel around the side of thewall allowing the ball
to be sent around the back to destroy a large number of blocks; see Sup-
plementary Video 2 for illustration of development of DQN’s perfor-
manceover the courseof training).Nevertheless, gamesdemandingmore
temporally extended planning strategies still constitute a major chal-
lenge for all existing agents includingDQN(for example,Montezuma’s
Revenge).
In this work, we demonstrate that a single architecture can success-

fully learncontrol policies in a range of different environmentswith only
very minimal prior knowledge, receiving only the pixels and the game
score as inputs, andusing the samealgorithm,network architecture and
hyperparameters oneachgame, privyonly to the inputs ahumanplayer
would have. In contrast to previous work24,26, our approach incorpo-
rates ‘end-to-end’ reinforcement learning that uses reward to continu-
ously shape representations within the convolutional network towards
salient features of the environment that facilitate value estimation. This
principle draws onneurobiological evidence that reward signals during
perceptual learningmay influence the characteristics of representations
within primate visual cortex27,28. Notably, the successful integration of
reinforcement learning with deep network architectures was critically
dependent onour incorporationof a replay algorithm21–23 involving the
storage and representation of recently experienced transitions. Conver-
gent evidence suggests that the hippocampusmay support the physical

realization of such a process in the mammalian brain, with the time-
compressed reactivation of recently experienced trajectories during
offline periods21,22 (for example, waking rest) providing a putativemech-
anism by which value functions may be efficiently updated through
interactions with the basal ganglia22. In the future, it will be important
to explore the potential use of biasing the content of experience replay
towards salient events, a phenomenon that characterizes empirically
observed hippocampal replay29, and relates to the notion of ‘prioritized
sweeping’30 in reinforcement learning. Taken together, our work illus-
trates the power of harnessing state-of-the-art machine learning tech-
niques with biologically inspired mechanisms to create agents that are
capable of learning to master a diverse array of challenging tasks.

Online Content Methods, along with any additional Extended Data display items
andSourceData, are available in theonline versionof thepaper; referencesunique
to these sections appear only in the online paper.
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METHODS
Preprocessing.Workingdirectlywith rawAtari 2600 frames, which are 2103 160
pixel images with a 128-colour palette, can be demanding in terms of computation
andmemory requirements.We apply a basic preprocessing step aimed at reducing
the input dimensionality and dealing with some artefacts of the Atari 2600 emu-
lator. First, to encode a single framewe take themaximumvalue for eachpixel colour
value over the frame being encoded and the previous frame. This was necessary to
remove flickering that is present in games where some objects appear only in even
frames while other objects appear only in odd frames, an artefact caused by the
limited number of sprites Atari 2600 can display at once. Second, we then extract
the Y channel, also known as luminance, from the RGB frame and rescale it to
843 84. The functionw fromalgorithm1described belowapplies this preprocess-
ing to the m most recent frames and stacks them to produce the input to the
Q-function, inwhichm5 4, although the algorithm is robust to different values of
m (for example, 3 or 5).
Code availability. The source code can be accessed at https://sites.google.com/a/
deepmind.com/dqn for non-commercial uses only.
Model architecture. There are several possible ways of parameterizing Q using a
neural network. Because Q maps history–action pairs to scalar estimates of their
Q-value, the history and the action have been used as inputs to the neural network
by some previous approaches24,26. The main drawback of this type of architecture
is that a separate forward pass is required to compute the Q-value of each action,
resulting in a cost that scales linearlywith thenumber of actions.We instead use an
architecture in which there is a separate output unit for each possible action, and
only the state representation is an input to the neural network. The outputs cor-
respond to the predictedQ-values of the individual actions for the input state. The
main advantage of this type of architecture is the ability to computeQ-values for all
possible actions in a given statewithonly a single forward pass through thenetwork.
The exact architecture, shown schematically in Fig. 1, is as follows. The input to

the neural network consists of an 843 843 4 image produced by the preprocess-
ingmapw. The first hidden layer convolves 32 filters of 83 8 with stride 4with the
input image and applies a rectifier nonlinearity31,32. The second hidden layer con-
volves 64 filters of 43 4 with stride 2, again followed by a rectifier nonlinearity.
This is followedby a third convolutional layer that convolves 64 filters of 33 3with
stride 1 followed by a rectifier. The final hidden layer is fully-connected and con-
sists of 512 rectifier units. The output layer is a fully-connected linear layer with a
single output for each valid action. The number of valid actions varied between 4
and 18 on the games we considered.
Training details.Weperformedexperimentson49Atari 2600gameswhere results
were available for all other comparablemethods12,15. A different networkwas trained
on each game: the same network architecture, learning algorithm and hyperpara-
meter settings (seeExtendedDataTable 1)were used across all games, showing that
our approach is robust enough to work on a variety of games while incorporating
onlyminimalprior knowledge (seebelow).Whileweevaluatedour agentsonunmodi-
fied games, wemade one change to the reward structure of the games during training
only. As the scale of scores varies greatly from game to game, we clipped all posi-
tive rewards at 1 and all negative rewards at 21, leaving 0 rewards unchanged.
Clipping the rewards in this manner limits the scale of the error derivatives and
makes it easier to use the same learning rate acrossmultiple games.At the same time,
it could affect the performance of our agent since it cannot differentiate between
rewards of different magnitude. For games where there is a life counter, the Atari
2600 emulator also sends the number of lives left in the game, which is then used to
mark the end of an episode during training.
In these experiments, we used the RMSProp (see http://www.cs.toronto.edu/

,tijmen/csc321/slides/lecture_slides_lec6.pdf ) algorithmwithminibatches of size
32. The behaviour policy during training was e-greedy with e annealed linearly
from 1.0 to 0.1 over the firstmillion frames, and fixed at 0.1 thereafter.We trained
for a total of 50million frames (that is, around 38 days of game experience in total)
and used a replay memory of 1million most recent frames.
Followingprevious approaches toplayingAtari 2600 games,we also use a simple

frame-skipping technique15. More precisely, the agent sees and selects actions on
every kth frame instead of every frame, and its last action is repeated on skipped
frames. Because running the emulator forward for one step requires much less
computation than having the agent select an action, this technique allows the agent
to play roughly k times more games without significantly increasing the runtime.
We use k5 4 for all games.
The values of all the hyperparameters andoptimizationparameterswere selected

by performing an informal search on the games Pong, Breakout, Seaquest, Space
Invaders and Beam Rider. We did not perform a systematic grid search owing to
the high computational cost. These parameterswere thenheld fixed across all other
games. Thevalues anddescriptions of all hyperparameters areprovided inExtended
Data Table 1.

Our experimental setup amounts to using the following minimal prior know-
ledge: that the input data consisted of visual images (motivating our use of a con-
volutional deep network), the game-specific score (with nomodification), number
of actions, although not their correspondences (for example, specification of the
up ‘button’) and the life count.
Evaluation procedure. The trained agents were evaluated by playing each game
30 times for up to 5min each time with different initial random conditions (‘no-
op’; see Extended Data Table 1) and an e-greedy policy with e5 0.05. This pro-
cedure is adopted tominimize the possibility of overfitting during evaluation. The
randomagent served as a baseline comparison and chose a randomaction at 10Hz
which is every sixth frame, repeating its last action on intervening frames. 10Hz is
about the fastest that a human player can select the ‘fire’ button, and setting the
random agent to this frequency avoids spurious baseline scores in a handful of the
games.Wedid also assess theperformanceof a randomagent that selected anaction
at 60Hz (that is, every frame). This had aminimal effect: changing the normalized
DQN performance by more than 5% in only six games (Boxing, Breakout, Crazy
Climber, Demon Attack, Krull and Robotank), and in all these games DQN out-
performed the expert human by a considerable margin.
The professional human tester used the same emulator engine as the agents, and

played under controlled conditions. The human tester was not allowed to pause,
save or reload games. As in the original Atari 2600 environment, the emulator was
run at 60Hz and the audio output was disabled: as such, the sensory input was
equated between humanplayer and agents. The humanperformance is the average
reward achieved fromaround20 episodesof eachgame lasting amaximumof5min
each, following around 2h of practice playing each game.
Algorithm.We consider tasks in which an agent interacts with an environment,
in this case the Atari emulator, in a sequence of actions, observations and rewards.
At each time-step the agent selects an action a

t

from the set of legal game actions,
A~ 1, . . . ,Kf g. The action is passed to the emulator andmodifies its internal state
and the game score. In general the environmentmay be stochastic. The emulator’s
internal state is not observed by the agent; instead the agent observes an image
x

t

[ Rd from the emulator, which is a vector of pixel values representing the current
screen. In addition it receives a reward r

t

representing the change in game score.
Note that in general the game scoremaydependon thewhole previous sequence of
actions andobservations; feedback about an actionmayonly be received aftermany
thousands of time-steps have elapsed.
Because the agent only observes the current screen, the task ispartially observed33

and many emulator states are perceptually aliased (that is, it is impossible to fully
understand the current situation from only the current screen x

t

). Therefore,
sequences of actions and observations, s

t

~x1,a1,x2,:::,at{1,xt , are input to the
algorithm,which then learns game strategies depending upon these sequences. All
sequences in the emulator are assumed to terminate in a finite number of time-
steps.This formalismgives rise to a largebut finiteMarkovdecisionprocess (MDP)
in which each sequence is a distinct state. As a result, we can apply standard rein-
forcement learning methods for MDPs, simply by using the complete sequence s

t

as the state representation at time t.
The goal of the agent is to interactwith the emulator by selecting actions in away

thatmaximizes future rewards.Wemake the standard assumption that future rewards
are discounted by a factor of c per time-step (c was set to 0.99 throughout), and

define the future discounted return at time t as R
t

~
XT

t

0~t

ct
0{t

r

t

0 , in which T is the

time-step at which the game terminates. We define the optimal action-value
function Q!

s,að Þ as the maximum expected return achievable by following any
policy, after seeing some sequence s and then taking some action a, Q!

s,að Þ~
maxp R

t

Ds
t

~s,a
t

~a,p½  in which p is a policy mapping sequences to actions (or
distributions over actions).
The optimal action-value function obeys an important identity known as the

Bellman equation. This is based on the following intuition: if the optimal value
Q!

s

0,a0ð Þ of the sequence s9 at the next time-stepwas known for all possible actions
a9, then the optimal strategy is to select the action a9maximizing the expected value
of rzcQ!

s

0,a0ð Þ:

Q!
s,að Þ ~

s

0 rzcmax
a

0
Q!

s

0,a0ð ÞDs,a
 

The basic idea behind many reinforcement learning algorithms is to estimate
the action-value function by using the Bellman equation as an iterative update,
Q

iz1 s,að Þ~
s

0
rzc max

a

0 Q
i

s

0,a0ð ÞDs,a½ . Such value iteration algorithms converge
to theoptimal action-value function,Q

i

? Q! as i? ?. Inpractice, thisbasic approach
is impractical, because the action-value function is estimated separately for each
sequence,without any generalization. Instead, it is common touse a functionapprox-
imator to estimate the action-value function,Q s,a; hð Þ<Q!

s,að Þ. In the reinforce-
ment learning community this is typically a linear function approximator, but
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sometimes a nonlinear function approximator is used instead, such as a neural
network. We refer to a neural network function approximator with weights h as a
Q-network.AQ-network canbe trainedby adjusting the parameters h

i

at iteration
i to reduce the mean-squared error in the Bellman equation, where the optimal
target values rzc max

a

0 Q!
s

0,a0ð Þ are substituted with approximate target values
y~rzc max

a

0 Q s

0,a0; h{
i

ÿ 
, using parameters h{

i

from some previous iteration.
This leads to a sequence of loss functions L

i

(h
i

) that changes at each iteration i,

L

i

h
i

ð Þ~
s,a,r E

s

0
yDs,a½ {Q s,a; h

i

ð Þð Þ2
! "

~
s,a,r,s0 y{Q s,a; h

i

ð Þð Þ2
! "

zE
s,a,r Vs

0
y½ ½ :

Note that the targets depend on the network weights; this is in contrast with the
targets used for supervised learning, which are fixed before learning begins. At
each stage of optimization, we hold the parameters from the previous iteration h

i

2

fixed when optimizing the ith loss function L

i

(h
i

), resulting in a sequence of well-
defined optimization problems. The final term is the variance of the targets, which
does not depend on the parameters h

i

that we are currently optimizing, and may
therefore be ignored. Differentiating the loss function with respect to the weights
we arrive at the following gradient:

+ h
i

L h
i

ð Þ ~
s,a,r,s0 rzcmax

a

0
Q s

0,a0; h{
i

ÿ 
{Q s,a; h

i

ð Þ
 

+h
i

Q s,a; h
i

ð Þ
 

:

Rather than computing the full expectations in the above gradient, it is often
computationally expedient to optimize the loss function by stochastic gradient
descent. The familiar Q-learning algorithm19 can be recovered in this framework
by updating the weights after every time step, replacing the expectations using
single samples, and setting h{

i

~h
i{1.

Note that this algorithm is model-free: it solves the reinforcement learning task
directly using samples from the emulator, without explicitly estimating the reward
and transition dynamics P r,s0Ds,að Þ. It is also off-policy: it learns about the greedy
policya~argmax

a

0Q s,a0; hð Þ, while following abehaviour distribution that ensures
adequate exploration of the state space. In practice, the behaviour distribution is
often selected by an e-greedy policy that follows the greedy policy with probability
12 e and selects a random action with probability e.
Training algorithm for deep Q-networks. The full algorithm for training deep
Q-networks is presented in Algorithm 1. The agent selects and executes actions
according to an e-greedy policy based on Q. Because using histories of arbitrary
length as inputs to a neural network can be difficult, our Q-function instead works
on a fixed length representation of histories produced by the function w described
above. The algorithmmodifies standard online Q-learning in two ways to make it
suitable for training large neural networks without diverging.
First, we use a technique known as experience replay23 in which we store the

agent’s experiences at each time-step, e
t

5 (s
t

,a
t

, r
t

, s
t1 1), in a data setDt

5 {e1,…,e
t

},
pooled over many episodes (where the end of an episode occurs when a termi-
nal state is reached) into a replaymemory. During the inner loop of the algorithm,
we apply Q-learning updates, or minibatch updates, to samples of experience,
(s, a, r, s9),U(D), drawn at random from the pool of stored samples. This approach
has several advantagesover standardonlineQ-learning. First, each stepof experience
is potentially used inmanyweight updates, which allows for greater data efficiency.
Second, learning directly from consecutive samples is inefficient, owing to the strong
correlations between the samples; randomizing the samples breaks these correla-
tions and therefore reduces the variance of the updates. Third, when learning on-
policy the current parameters determine the next data sample that the parameters
are trained on. For example, if themaximizing action is tomove left then the train-
ing samples will be dominated by samples from the left-hand side; if themaximiz-
ing action then switches to the right then the training distributionwill also switch.
It is easy to seehowunwanted feedback loopsmay arise and the parameters could get
stuck inapoor localminimum,or evendivergecatastrophically20. Byusingexperience

replay the behaviour distribution is averaged over many of its previous states,
smoothing out learning and avoiding oscillations or divergence in the parameters.
Note that when learning by experience replay, it is necessary to learn off-policy
(because our current parameters are different to those used to generate the sam-
ple), which motivates the choice of Q-learning.
In practice, our algorithm only stores the last N experience tuples in the replay

memory, and samples uniformly at random fromDwhenperforming updates. This
approach is in some respects limited because the memory buffer does not differ-
entiate important transitions and always overwrites with recent transitions owing
to the finite memory size N. Similarly, the uniform sampling gives equal impor-
tance to all transitions in the replaymemory. Amore sophisticated sampling strat-
egy might emphasize transitions from which we can learn the most, similar to
prioritized sweeping30.
The second modification to online Q-learning aimed at further improving the

stability of our method with neural networks is to use a separate network for gen-
erating the targets y

j

in the Q-learning update. More precisely, every C updates we
clone the network Q to obtain a target network Q̂ and use Q̂ for generating the
Q-learning targets y

j

for the followingC updates toQ. Thismodificationmakes the
algorithmmore stable compared to standard online Q-learning, where an update
that increasesQ(s

t

,a
t

) often also increasesQ(s
t1 1,a) for alla andhence also increases

the target y
j

, possibly leading to oscillations or divergence of the policy. Generating
the targets using anolder set of parameters adds a delay between the time anupdate
to Q is made and the time the update affects the targets y

j

, making divergence or
oscillations much more unlikely.
We also found it helpful to clip the error term from the update rzc max

a

0 Q
s

0,a0; h{
i

ÿ 
{Q s,a; h

i

ð Þ to be between 21 and 1. Because the absolute value loss
function jxj has a derivative of21 for all negative values of x and a derivative of 1
for all positive values of x, clipping the squared error to be between21 and 1 cor-
responds to using an absolute value loss function for errors outside of the (21,1)
interval. This formof error clipping further improved the stability of the algorithm.
Algorithm 1: deep Q-learning with experience replay.
Initialize replay memory D to capacity N
Initialize action-value function Q with random weights h
Initialize target action-value function Q̂ with weights h25 h
For episode5 1,M do
Initialize sequence s1~ x1f g and preprocessed sequence w1~w s1ð Þ
For t5 1,T do

With probability e select a random action a

t

otherwise select a
t

~argmax
a

Q w s

t

ð Þ,a; hð Þ
Execute action a

t

in emulator and observe reward r

t

and image x
t1 1

Set s
tz1~s

t

,a
t

,x
tz1 and preprocess w

tz1~w s

tz1ð Þ
Store transition w

t

,a
t

,r
t

,w
tz1

ÿ 
in D

Sample random minibatch of transitions w
j

,a
j

,r
j

,w
jz1

 
from D

Set y
j

~
r

j

if episode terminates at step jz1

r

j

zc max
a

0 Q̂ w
jz1,a

0; h{
 

otherwise

(

Perform a gradient descent step on y

j

{Q w
j

,a
j

; h
  2

with respect to the
network parameters h
Every C steps reset Q̂~Q

End For
End For
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(2009).
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Extended Data Figure 1 | Two-dimensional t-SNE embedding of the
representations in the last hidden layer assigned by DQN to game states
experienced during a combination of human and agent play in Space
Invaders. The plot was generated by running the t-SNE algorithm25 on the last
hidden layer representation assigned by DQN to game states experienced
during a combination of human (30min) and agent (2 h) play. The fact that
there is similar structure in the two-dimensional embeddings corresponding to
the DQN representation of states experienced during human play (orange

points) and DQN play (blue points) suggests that the representations learned
by DQN do indeed generalize to data generated from policies other than its
own. The presence in the t-SNE embedding of overlapping clusters of points
corresponding to the network representation of states experienced during
human and agent play shows that the DQN agent also follows sequences of
states similar to those found in human play. Screenshots corresponding to
selected states are shown (human: orange border; DQN: blue border).
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Extended Data Figure 2 | Visualization of learned value functions on two
games, Breakout andPong. a, A visualization of the learned value function on
the gameBreakout.At time points 1 and 2, the state value is predicted to be,17
and the agent is clearing the bricks at the lowest level. Each of the peaks in
the value function curve corresponds to a reward obtained by clearing a brick.
At time point 3, the agent is about to break through to the top level of bricks and
the value increases to,21 in anticipation of breaking out and clearing a
large set of bricks. At point 4, the value is above 23 and the agent has broken
through. After this point, the ball will bounce at the upper part of the bricks
clearing many of them by itself. b, A visualization of the learned action-value
function on the game Pong. At time point 1, the ball is moving towards the
paddle controlled by the agent on the right side of the screen and the values of

all actions are around 0.7, reflecting the expected value of this state based on
previous experience. At time point 2, the agent starts moving the paddle
towards the ball and the value of the ‘up’ action stays high while the value of the
‘down’ action falls to20.9. This reflects the fact that pressing ‘down’would lead
to the agent losing the ball and incurring a reward of 21. At time point 3,
the agent hits the ball by pressing ‘up’ and the expected reward keeps increasing
until time point 4, when the ball reaches the left edge of the screen and the value
of all actions reflects that the agent is about to receive a reward of 1. Note,
the dashed line shows the past trajectory of the ball purely for illustrative
purposes (that is, not shown during the game). With permission from Atari
Interactive, Inc.
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Extended Data Table 1 | List of hyperparameters and their values

The values of all the hyperparameters were selected by performing an informal search on the gamesPong, Breakout, Seaquest, Space Invaders andBeamRider.Wedid not perform a systematic grid search owing
to the high computational cost, although it is conceivable that even better results could be obtained by systematically tuning the hyperparameter values.
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Extended Data Table 2 | Comparison of games scores obtained by DQN agents with methods from the literature12,15 and a professional
human games tester

Best Linear Learner is the best result obtained by a linear function approximator on different types of hand designed features12. Contingency (SARSA) agent figures are the results obtained in ref. 15. Note the
figures in the last column indicate the performance of DQN relative to the human games tester, expressed as a percentage, that is, 100 3 (DQN score2 random play score)/(human score2 random play score).
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Extended Data Table 3 | The effects of replay and separating the target Q-network

DQNagentswere trained for 10million frames using standard hyperparameters for all possible combinations of turning replay on or off, using or not using a separate target Q-network, and three different learning
rates. Each agent was evaluated every 250,000 training frames for 135,000 validation frames and the highest average episode score is reported. Note that these evaluation episodes were not truncated at 5min
leading to higher scores on Enduro than the ones reported in Extended Data Table 2. Note also that the number of training frames was shorter (10million frames) as compared to the main results presented in
Extended Data Table 2 (50million frames).
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Extended Data Table 4 | Comparison of DQN performance with lin-
ear function approximator

Theperformanceof theDQNagent is comparedwith the performanceof a linear function approximator
on the 5 validation games (that is, where a single linear layer was used instead of the convolutional
network, in combination with replay and separate target network). Agents were trained for 10million
frames using standard hyperparameters, and three different learning rates. Each agent was evaluated
every 250,000 training frames for 135,000 validation frames and the highest average episode score is
reported. Note that these evaluation episodes were not truncated at 5min leading to higher scores on
Enduro than the ones reported in Extended Data Table 2. Note also that the number of training frames
was shorter (10million frames) as compared to the main results presented in Extended Data Table 2
(50million frames).
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